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I. Workshop on Applied Mathematics and Statistics May 10, 2025

Welcome to WAMS 2025

I. Workshop on Applied Mathematics and Statistics, organized by the Department
of Mathematics at İzmir University of Economics, aims to provide a strong academic
platform for young researchers.

This event offers master’s and doctoral students the opportunity to share their re-
search, engage in interdisciplinary interactions, and establish academic collabora-
tions, while also allowing undergraduate students to take their first steps into the
academic world through poster presentations.

In this workshop, we feature invited talks, short presentations, and undergraduate
poster sessions in the fields of Applied Mathematics and Statistics. You can find the
abstracts of the talks and posters in the abstract book you have in hand.

Finally, we would like to thank the members of the Scientific Committee, Organizing
Committee, as well as the administrative personnel and students who supported the
organization, for their dedicated efforts in making this workshop possible.

İzmir University of Economics
Department of Mathematics

Publisher İzmir University of Economics
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Izmir University of Economics Department of Mathematics 
Workshop Program 

May 10th 2025 
 

09:00-9:45 Registration / Coffee Break / Poster Presentations 

9:45-10:00 Opening Ceremony 

 Chair: Sevin Gümgüm Turhan 

10:00-10:50 Invited Speaker: Münevver Tezer Sezgin 
 

10:50-11:10 Ömer Akgüller : Discrete Geodesic Distribution on Skeleton 
Graphs for Identifying Topological and Geometric 
Similarities in 3D Point Clouds 

11:10-11:30 Sıla Övgü Korkut Uysal : Towards a Stochastic Approach in Tumor Growth 
Modeling 

11:30-11:50 Aykut Alkın : The initial-boundary value problem for the higher-order nonlinear 
Schrödinger equation on the half-line 

11:50-12:10 Sinem Arslan Ölçer : DRBEM Solution of Singularly Perturbed 

Magnetohydrodynamic Duct Flow using Parallel Computing 

 
12:10-13:30  Lunch Break 

 Chair: Gözde Yazgı Tütüncü 

13:30-14:20 Invited Speaker: İsmihan Bayramoğlu 
 

14:20-14:40 Oktay Karabağ : Optimizing Production and Recycling Decisions for Make-to-
Stock Hybrid Manufacturing Systems Using Real-Time Information on Products 
in Use 

14:40-15:00 Tolga Yamut : Modified Vine Copula Classifiers With Application to Gene 
Expression Data 

15:00-15:20 Yusuf Can Sevil : Classification of Returns in Crypto Market 

15:20-15:40 Halis Can Koyuncuoğlu : Some Results on Linear Hilfer Fractional Difference 
Equations 

15:40-16:40 Coffee Break / Poster Presentations 

 Chair: Cemal Murat Özkut 

16:40-17:00 Tuğçe Katıcan Koyuncuoğlu : Sheffer Stroke Hilbert Algebras Stabilizing by 
Ideals 

17:20-17.40 Hikmet Burak Özcan : On Regularity of the Discrete Hardy–Littlewood Maximal 

Operator 
17:40-18:00 Derya Özdemir : Stability Analysis Of Nonlinear Time-Varying Systems In 

Cascade 
 

18:00-18:20 Sıla Selenay Koç : A Mass-Conservative Numerical Method For The Nonlinear 
Schrödinger Equation 
 

18:20-18:40 Demet Ersoy Özdek : A Numerical Approach for the HIV Infection Model 
Involving Latently Infected Cells 
 

19.00 Dinner/Nefes Restaurant 
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Numerical Solution of Linear Integral Equations

Münevver TEZER SEZGİN1

1Middle East Technical University, Department of Mathematics, Ankara, Turkey
munt@metu.edu.tr

Abstract:
We consider here linear integral equations in which functions to be determined appear under
the integral sign. Many problems originating from real life applications give rise to integral
equations. Some examples are going to be given from population dynamics and physics. Types
of integral equations and their analytical solution procedures are briefly discussed. These are,
Fredholm integral equation with separable kernels, Hilbert-Schmidt theory, the method of suc-
cessive approximations. Specifically, the theoretical solution of Abel’s integral equation is
shown. Numerical methods are approximate methods reducing integral equations to the set
of algebraic equations. Among these, quadrature schemes, method of undermined coefficients
are given with applications. Lastly, the boundary integral equation for Laplace equation is ob-
tained.

Keywords: Linear integral equations, Numerical solutions

1. Rahman, M. (2007). Integral Equations and their Applications, WIT Press.

2. Hildebrand, F. B. (1965). Methods of Applied Mathematics, Prentice Hall.

3. Keener, J. P. (1988). Principles of Applied Mathematics: Transformations and Approxi-
mation, Addison Wesley.

4. Partridge, P. W., Brebbia, C. A., & Wrobel, L. C. (1992). The Dual Reciprocity Boundary
Element Method, Computational Mechanics Publications.
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Theory of ordering of multivariate random variables and the records of
multivariate random sequences

Ismihan Bayramoglu1

1Department of Mathematics, Izmir University of Economics, Izmir, Turkey
ismihan.bayramoglu@ieu.edu.tr

Abstract:
For a sequence of independent and identically distributed random vectors, we consider the con-
ditional ordering concerning the magnitudes of some continuous function defined on the support
set and satisfying certain regularity conditions. We also consider the Progressive Type-II right
censoring for multivariate observations using conditional ordering. The need for the conditional
ordering of random vectors exists for example, in reliability analysis when a system has n inde-
pendent components each consisting of p arbitrarily dependent and parallel connected elements.
I will present some results related to the theory of multivariate ordering, Progressively Type-II
ordering, and multivariate records. The concept of multivariate records will be also discussed.
Some examples of applications in economy and reliability analysis will be provided.

Keywords: Order statistics, Progressive type II censored order statistics, Multivariate ordering,
Ordered in a norm sense random vectors.

References

1. Bairamov, I. and Gebizlioglu, O.L. (1998) On the ordering of random vectors in a norm
sense, Journal of Applied Statistical Science 6, 77–86

2. Bairamov, Progressive Type II censored order statistics for multivariate observations,
Journal of Multivariate Analysis 97 (2006) 797–809.

3. Arnold B.C., Castillo E. and Sarabia J.M. (2009). Multivariate order statistics via multi-
variate concomitantsJournal of Multivariate Analysis, 100, 946-951.
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Discrete Geodesic Distribution on Skeleton Graphs for Identifying
Topological and Geometric Similarities in 3D Point Clouds

Tolga Akdeniz1, Ömer Akgüller1, Mehmet Ali Balcı1
1 Department of Mathematics, Faculty of Science, Mugla Sitki Kocman University, Mugla,

Turkey
tolga.akdeniz@ogenci.mu.edu.tr, oakguller@mu.edu.tr, mehmetalibalci@mu.edu.tr

Abstract:
This study proposes a kernel-based approach to analyze random point clouds in three-dimensional
space by examining their graph representations. Specifically, PointNet dataset is used as a
benchmark, and two types of graphs—the Gabriel Graph and the Beta Skeleton (with β =
1.5)—are constructed from these data. Each graph’s structure is captured via central and orbital
geodesic distributions, reflecting the shortest-path distances from the most central and most pe-
ripheral nodes, respectively. The proposed kernel function computes the ratio of Wasserstein-1
distances between these geodesic distributions, thereby quantifying structural similarities and
differences among the graphs.

Results are presented as kernel-based similarity matrices, revealing how each graph pair
compares in terms of central and orbital distance distributions. Notably, some entries become
infinite when orbital distributions are nearly identical, indicating a specific topological overlap
at the graph peripheries. In contrast, smaller kernel values signify more uniform similarities
across both central and orbital distributions. Overall, these findings demonstrate that the kernel
function effectively captures both local and global structural variations in the point clouds,
as reflected in their associated graphs. The presence of consistent yet distinct patterns in the
similarity matrices underlines the kernel’s ability to differentiate nuanced topological features.
Consequently, this approach offers a robust and interpretable method for measuring graph-based
similarities among 3D point clouds.

Keywords: Point Cloud Processing, Geometry Processing, Graph Kernels, Discrete Geodesics

References

1. Balcı, M.A., Akgüller, Ö., Batrancea, L.M., Gaban, L. (2023). Discrete Geodesic Distribution-
Based Graph Kernel for 3D Point Clouds. Sensors, 23(5), 2398.

2. Yu, S., Mehta, P.G. (2010). The Kullback–Leibler rate pseudo-metric for comparing
dynamical systems. IEEE Transactions on Automatic Control, 55(7), 1585-1598.

3. Filippone, M., Camastra, F., Masulli, F., Rovetta, S. (2008). A survey of kernel and
spectral methods for clustering. Pattern recognition, 41(1), 176-190.
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Towards a Stochastic Approach in Tumor Growth Modeling

Sıla Ovgu KORKUT1,2, Utku ERDOGAN3 and Yasemin Baspinar2

1İzmir Katip Celebi University, Department of Engineering Sciences, Izmir, Turkey.
2Dokuz Eylül University, Department of Translational Oncology,Izmir, Turkey

3Eskişehir Technical University, Department of Mathematics,Eskisehir, Turkey.
silaovgu.korkut@ikcu.edu.tr, utkuerdogan@eskisehir.edu.tr, ybaskin65@gmail.com

Abstract:
Cancer remains one of the leading causes of mortality worldwide. Developing accurate math-
ematical models is crucial for understanding the underlying biological mechanisms and for-
mulating effective treatment strategies. This study presents a novel mathematical model that
incorporates stochastic dynamics to more realistically capture biological processes. The pro-
posed model is validated using a customized algorithm by comparing its results with established
deterministic models of glioblastoma reported in the literature. The numerical solution of the
model is based on a finite element method for spatial discretization and a semi-implicit Euler
method for temporal integration. Additionally, the computational convergence of the algorithm
is demonstrated. The analysis is further supported by visualizations illustrating the progression
of tumor cells.

Keywords: Stochastic Differential Equation, Tumor Growth, Real-life application

References

1. Araujo, R. P., & McElwain, D. L. S. (2004). A history of the study of solid tumour
growth: the contribution of mathematical modelling. Bulletin of Mathematical Biology,
66(5), 1039–1091.

2. Bose, T., & Trimper, S. (2009). Stochastic model for tumor growth with immunization.
Physical Review E, 79(5), 051903.

3. Enderling, H., & Chaplain, M. A. J. (2014). Mathematical modeling of tumor growth and
treatment. Current Pharmaceutical Design, 20(30), 4934–4940.

4. Liu, X., Li, Q., & Pan, J. (2018). Gauss–Hermite quadrature approximation for esti-
mation in generalized linear mixed models. Physica A: Statistical Mechanics and its
Applications, 500, 162–176.

5. Lord, G. J., Powell, C. E., & Shardlow, T. (2014). An Introduction to Computational
Stochastic PDEs (Cambridge Texts in Applied Mathematics). Cambridge: Cambridge
University Press. https://doi.org/10.1017/CBO9781139017329

6. Ozuğurlu, E. (2015). A note on the numerical approach for the reaction-diffusion problem
to model the density of the tumor growth dynamics. Computers and Mathematics with
Applications, 69(12), 1504–1517.

7. Xu, Y., Feng, J., Li, J., & Zhang, H. (2013). Stochastic bifurcation for a tumor–immune
system with symmetric Lévy noise. Physica A: Statistical Mechanics and its Applica-
tions, 392(20), 4739–4748.
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The initial-boundary value problem for the higher-order nonlinear
Schrödinger equation on the half-line

Aykut Alkın
İYTE, Mathematics, İzmir, Turkey

aykutalkin@iyte.edu.tr

Abstract:
In this talk, we discuss the local well-posedness of the initial boundary value problem for the
higher-order nonlinear Schrödinger equation (HNLS) on the half-line with a single boundary
condition. The higher-order NLS, which arises in various physical contexts such as nonlinear
optics and quantum mechanics, is considered within the framework of Sobolev spaces. We ana-
lyze the existence, uniqueness, and continuous dependence of solutions on initial data, focusing
on the influence of the boundary condition in the half-line setting. The approach combines
techniques from functional analysis, dispersive estimates, and the theory of nonlinear evolution
equations. A key tool in our analysis is the application of Fokas’ method, which provides a
powerful framework for solving boundary value problems for integrable equations. We show
how this method is adapted to the higher-order NLS, enabling a detailed understanding of the
solution’s behavior in the presence of the boundary condition.

Keywords: Fokas method, Strichartz estimates

References

1. Alkın, A., Özsarı, T., Mantzavinos, D. (2024). Local well-posedness of the higher-order
nonlinear Schrödinger equation on the half-line: Single-boundary condition case. Studies
in Applied Mathematics, 152(1), 203-248. https://doi.org/10.1111/sapm.12642
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DRBEM Solution of Singularly Perturbed Magnetohydrodynamic Duct
Flow using Parallel Computing

Sinem Arslan Ölçer1, Münevver Tezer-Sezgin2

1Department of Mathematics, Middle East Technical University, Ankara, Turkey
2Department of Mathematics, Middle East Technical University, Ankara, Turkey

arsinem@metu.edu.tr, munt@metu.edu.tr

Abstract:
This study focuses on the numerical solution of singularly perturbed magnetohydrodynamic
(MHD) flow in a square duct for no-slip and insulted walls at high Hartmann numbers (Ha).
The flow is steady, laminar, fully developed, and occurs in an incompressible, viscous, electri-
cally conducting fluid, driven by a pressure gradient along a long pipe of square cross-section
(duct). The governing equations of the MHD flow are of convection-diffusion type and are cou-
pled through the velocity field V (x, y) and the induced magnetic field B(x, y). When a strong
external magnetic field is applied horizontally, Hartmann number (Ha) increases significantly,
enhancing the convection effects in the system. This leads to convection-dominated behavior
in the coupled equations, with the diffusion terms becoming negligible. As a result, the system
becomes a singularly perturbed problem characterized by thin boundary layers near the walls
and it is very difficult to capture the flow behavior near the walls. To address this problem nu-
merically, parallel computation of the Dual Reciprocity Boundary Element Method (DRBEM)
is utilized in conjunction with a Shishkin mesh, which adapts the number of nodes taken on the
boundary and Ha. The incorporation of parallel computing is essential in this framework, as
it not only significantly reduces the computational time but also enables us to reach extremely
large Hartmann numbers up to 1500. The numerical results demonstrate that the expected fea-
tures of MHD duct flow emerge clearly and accurate solutions for both V (x, y) and B(x, y) can
be obtained.

Keywords: MHD, Parallel computing, Singular perturbation, DRBEM, Shishkin mesh

References

1. U. Müller and L. Bühler (2001). Magnetofluiddynamics in channels and containers.
Springer.

2. P. W. Partridge, C. A. Brebbia, et al.. Dual reciprocity boundary element method. Springer.

3. J. Miller, and E. O’riordan, and G. Shishkin (1996). Fitted numerical methods for singular
perturbation problems: error estimates in the maximum norm for linear problems in one
and two dimensions. Wiley Online Library.
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Optimizing Production and Recycling Decisions for Make-to-Stock
Hybrid Manufacturing Systems Using Real-Time Information on

Products in Use

Oktay Karabağ1, Fikri Karaesmen2, Barış Tan3

1 College of Engineering, İzmir University of Economics, Sakarya Caddesi No:156, Balçova,
35330, İzmir, Türkiye

2 College of Engineering, Koç University, Rumeli Feneri Yolu, Sarıyer, 34450, İstanbul, Türkiye
3 College of Engineering, Özyeğin University, Çekmeköy Campus Nişantepe Mahallesi, Orman

Sokak, Çekmeköy, 34794, İstanbul, Türkiye
oktay.karabag@ieu.edu.tr, fkaraesmen@ku.edu.tr, baris.tan@ozyegin.edu.tr

Abstract:
In this study, we consider a producer that manufactures a single product to stock using either
virgin or returned materials to meet random demand. The manufacturer tracks the number of
products in use via an information system and can fully observe the levels of returned and
finished goods materials. After a random usage time, a fraction of the end-of-life products used
by customers is returned to the producer while the remaining products are disposed of. The
producer either accepts the returned products to be stored in the returned material inventory for
recycling or scraps them upon their arrival. We model this system as a Markov Decision Process
to determine an optimal control policy that specifies when to produce finished goods using
either returned or virgin materials, and when to scrap or recycle end-of-life products, based on
the number of products in use, as well as the levels of returned and finished goods materials.
To obtain the control policies numerically, we also propose a linear programming formulation.
We further develop a naive policy that ignores information on the number of products in use
and relies only on two thresholds based on finished goods and returned materials inventory
levels. Through a series of numerical experiments, we show that this naive policy provides a
good approximation, with an average relative difference of approximately 3% from the optimal
solutions, ranging from 0% to 69%. We also study the extent to which enforcing a minimum
reliance on returned materials in production affects system performance measures.

Keyword: Circular Economy, Hybrid Manufacturing Systems, Linear Programming, Markov
Decision Processes

References

1. Flapper, S. D. P., Gayon, J. P., & Vercraene, S. (2012). Control of a production–inventory
system with returns under imperfect advance return information. European Journal of
Operational Research, 218(2), 392-400.

2. Flapper, S. D., Gayon, J. P., & Lim, L. L. (2014). On the optimal control of manufac-
turing and remanufacturing activities with a single shared server. European Journal of
Operational Research, 234(1), 86-98.

3. Karabağ, O., Karaesmen, F., & Tan, B. (2025). Purchasing and remanufacturing deci-
sions with different quality returned material and finished goods. International Journal of
Production Research, 1-18.
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Modified Vine Copula Classifiers With Application to Gene Expression
Data

Tolga Yamut1, Burcu Hüdaverdi1
1Department of Statistics, Dokuz Eylül University, İzmir, Turkey

yamut.tolga@ogr.deu.edu.tr, burcu.hudaverdi@deu.edu.tr

Abstract:
Statistical learning is a field focused on recognizing data patterns through inferential and predic-
tive approaches. Within this domain, vine copulas offer a powerful and flexible framework for
modeling complex dependencies (Bedford and Cooke 2002). As a class of multivariate density
functions, vine copulas allow for fine-grained control over variable interactions, making them
well-suited for high-dimensional pattern recognition tasks. In this study, the capabilities of vine
classifiers are examined for supervised classification. Custom modifications are applied, and
improvements are investigated. Bernstein copulas (Sancetta and Satchell 2004) are integrated
into vine classifiers to obtain non-parametric and hybrid. For efficiency and to avoid overfit-
ting truncated vine framework is also structured by validation set accuracy criteria (Brechman
2012) (Carrera, D. 2019). Simulation and real data studies classification applications are made.
Benchmark gene expression data is used for the classification of various cancer type stages.
The prominent genes of each cancer type are interpreted according to the Human Protein Atlas
Portal. In general, one can conclude that high accuracy performance can be achieved without
fully calibrating the vine structure. For the classification of gene data, there is a slight increase
in performance when truncation is used. On the other hand, the hybrid vine does not exhibit a
boosting effect and performs comparably to parametric models. Especially for the uterus gene
data, the non-parametric truncated vine yields the most balanced and highest performance. In
cross-validation, some truncations indicate an initial cut, which suggests that naive Bayes logic
is effective in certain cases.

Keywords: Vine Bayes, Truncated Vine, Bernstein Copula, Statistical Learning

References

1. Bedford, T., and Cooke, R.M. (2002). Vines: A new graphical model for dependent
random variables. Annals of Statistics, 30(4), 1031-1068.

2. Brechmann, E. , Czado, C., and Aas, K. (2012). Truncated regular vines in high dimen-
sions with application to financial data Canadian Journal of Statistics, 40, 68-85.

3. Sancetta, A., and Satchell, S.(2004). The bernstein copula and its applications to model-
ing and approximations of multivariate distributions Econometric theory, 20, 535-562.

4. Carrera, D., Bandeira, L., Santana, R., and Lozano, J. A. (2019). Detection of sand dunes
on Mars using a regular vine-based classification approach Knowledge-Based Systems,
163, 858-874.
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Classification of Returns in Crypto Market

Yusuf Can SEVİL1

1Botrafy, Dubai, AE
yusuf.sevil@botrafy.com

Abstract:
Botrafy is a versatile trading framework that performs historical data analysis for each market
(Crypto, TR BIST, EU/US) and symbol, evaluates the data using statistical methods, and devel-
ops probability-based trading models through simulations. Despite operating across different
markets such as cryptocurrencies and equities, it optimizes all processes through a unified code-
base. By leveraging volatility-based dynamic parameters, it aims to minimize risks while max-
imizing profitability. Classifying financial returns is a challenging task due to their volatile and
unpredictable behavior. In this study, we designed an end-to-end process covering all stages
from the generation of synthetic data—created through simulations reflecting various market
scenarios—to the implementation of machine learning workflows. Using the PyCaret library
(Moez, 2020) in Python, we trained and evaluated multiple classification models. Based on
a comprehensive comparison across various performance metrics—including Accuracy, AUC,
Recall, Precision, F1-score, Kappa, and MCC—the Extra Trees Classifier consistently delivered
the best results, demonstrating strong and reliable performance in return classification.

Keywords: Botrafy, Crypto Market, Classification, Machine Learning, Return

References

1. Moez, A. (2020). PyCaret: An open source, low-code machine learning library in Python
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Some Results on Linear Hilfer Fractional Difference Equations

Halis Can Koyuncuoğlu
Izmir Katip Celebi University, Department of Engineering Sciences, Izmir, Turkey

haliscan.koyuncuoglu@ikcu.edu.tr

Abstract:
In this talk, we focus on the Hilfer nabla fractional differences and exhibit their main charac-
teristics. Then, we turn our attention to linear Hilfer nabla difference equations, and firstly, we
study cobweb models involving Hilfer nabla fractional differences and obtain the convergence
of their solutions. Subsequently, we investigate the sufficent conditions for the Hyers-Ulam sta-
bility of abstract linear Hilfer fractional difference equations. Since Hilfer nabla differences can
be considered as a relaxation and generalization of fractional differences (Riemann-Liouville
and Caputo fractional differences), our results improve and generalize the existing literature.

Keywords: Hilfer nabla difference, N -transform, linear Hilfer fractional difference equation,
cobweb model, Hyers-Ulam stability

References
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Sheffer Stroke Hilbert Algebras Stabilizing by Ideals

Tugce Katican1, Hashem Bordbar2

1Department of Mathematics, Izmir University of Economics, Izmir, Turkey
2Centre for Information Technologies and Applied Mathematics, University of Nova Gorica,

Nova Gorica, Slovenia
tugce.katican@ieu.edu.tr, hashem.bordbar@ung.si

Abstract:
The main goal of this study is two-fold: as the first target, a new characterization of Sheffer
stroke Hilbert algebras is presented in light of the ideals. In this task, proper subsets of Sheffer
stroke Hilbert algebras are introduced, and it is shown that the proposed subsets possess the
relationship between lattice and set-theoretical operators. Secondly, we define stabilizers of
Sheffer stroke Hilbert algebras for their nonempty subsets and underline their crucial properties.
In the setup of the main results, we construct particular subsets of Sheffer stroke Hilbert algebras
and we propose important properties of these subsets by investigating whether these sets are
ideals or not. Furthermore, we investigate whether the introduced subsets of Sheffer stroke
Hilbert algebras are minimal ideals. Afterwards, we define stabilizers in a Sheffer stroke Hilbert
algebra and obtain their set theoretical properties. As an implementation of the theoretical
findings, we present numerous examples, illustrative remarks and elaborative discussions.

Keywords: (Sheffer stroke) Hilbert algebra, Sheffer operation, ideal, stabilizer
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Abstract:
For a sequence of independent and identically distributed random vectors, we consider the con-
ditional ordering concerning the magnitudes of some continuous function defined on the support
set and satisfying certain regularity conditions. We also consider the Progressive Type-II right
censoring for multivariate observations using conditional ordering. The need for the conditional
ordering of random vectors exists for example, in reliability analysis when a system has n inde-
pendent components each consisting of p arbitrarily dependent and parallel connected elements.
I will present some results related to the theory of multivariate ordering, Progressively Type-II
ordering, and multivariate records. The concept of multivariate records will be also discussed.
Some examples of applications in economy and reliability analysis will be provided.

Keywords: Hardy-Littlewood maximal function, Discrete harmonic analysis, Regularity the-
ory.
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2. F.Temur, H. B. Özcan, The higher regularity of the discrete Hardy-Littlewood maximal
function, arXiv : 2504.13019 [math.CA], 2025.

I. Workshop on Applied Mathematics and Statistics May 10, 2025

Publisher İzmir University of Economics
ISBN 978-625-6001-21-3 Copyright © 2025

15



Stability Analysis Of Nonlinear Time-Varying Systems In Cascade

Derya ÖZDEMİR1
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Abstract:
This work presents a stability analysis framework for nonlinear time-varying dynamical systems
rearranging into a hierarchical structure. By decomposing the nonlinear large-scale system into
interconnected subsystems, we use the hierarchical form to establish sufficient conditions for
uniform asymptotic stability of overall system. A key focus is placed on the interconnection
terms, which capture the dynamic influence between subsystems. We analyze how these in-
terconnections affect the stability properties of the overall system and derive conditions under
which their effect remains bounded and decaying over time. Our approach relies on the second
method of Lyapunov adapted to the hierarchical form.
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Sıla Selenay Koç1, Ayhan Aydın2,
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Abstract:
Numerous phenomena in mathematical physics, including water wave propagation, solid me-
dia behavior, and biomolecular dynamics, can be described using nonlinear partial differen-
tial equations. Single-wave propagation in an optical fiber is modeled by the nonlinear cubic
Schrödinger (NLS) equation is modeled with

iUt + βUxx + k|U |2U = 0

where k is a constant, U(x, t) is a complex valued function. Since the NLS equation is a
nonlinear partial differential equation, its exact solution is not possible; however, periodic and
solitary wave solutions are available under special conditions. Therefore, numerical solution
is essential to understand the dynamics of the model. However, not every numerical method,
such as the 4th order explicit Runge-Kutta method, which is frequently used in the literature,
gives reliable results. Inappropriate numerical discretizations can easily lead to ”explosion” and
create ”numerical chaos”. It is known that structure-preserving numerical methods give better
and more reliable results than non-structure-preserving methods. In this study, we propose
a new structure-preserving numerical scheme for the nonlinear Schrödinger (NLS) equation,
based on the Crank–Nicolson method. The existence of the numerical solution is shown. The
effectiveness of the method is supported by theoretical results.

Keywords: Finite Difference Schemes, Nonlinear Schrödinger Equation, Numerical Analysis
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Abstract:
This study focuses on the mathematical model of Human Immunodeficiency Virus (HIV) infec-
tion. The HIV infection model describes the transition of the infection through the uninfected
T cells (T), infected T cells (I) and free virus particles (V). In this study, the infected T cells
are partitioned into two groups: Latently infected T cells (I*) and actively infected T cells (I).
Latently infected cells refer to the infected cells that do not immediately become active, while
actively infected cells can infect the healthy cells. Hence the model consists of four nonlinear
differential equations. The literature of this system lacks the analytic solution. So, we use the
Lucas wavelet method to solve the equations numerically and obtain their approximate solu-
tions in terms of Lucas wavelets. Furthermore, we solve the model with different values of the
parameters to investigate the effects of the problem parameters on the spread of HIV infection.
The Lucas wavelet method is easy to implement, since linearization of the nonlinear terms and
discretization of the time interval are not required. This provides a computational advantage for
the method. In order to examine the efficiency, the obtained solutions are compared with the
fourth order Runge Kutta method. The accuracy of the solutions is checked via residual error
analysis, and the results are given in graphics.

Keywords: Hiv Infection Models, Latently Infected T Cells, Lucas Wavelets.
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Abstract:
In this study, our objective is to create different variants of optimization models for the plan-
ning of emergency response teams after an earthquake. In these models, our goal is to form
optimized rescue teams that consider different scenarios that can occur during an intervention
in an earthquake in Izmir. During the assignment of teams, variables such as the damage dis-
tribution and the level of damage in the districts affected by the earthquake were determined as
optimization objectives. There are two different optimization methods. One of them is the An-
alytical Hierarchy Process (AHP) and the Mixed Integer Linear Programming (MILP) method.
Relative risk values are given for all districts. These risk values are calculated according to the
maximum-minimum normalization technique, where they vary between 1 and 10, and a classi-
fication is performed accordingly.

Keywords: Optimization, MILP, AHP, Disaster, Earthquake
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Abstract:
Traditional clustering algorithms often face challenges with datasets containing non-spherical
clusters or varying densities. CURE (Clustering Using Representatives) addresses this by us-
ing multiple, shrunk representative points per cluster, effectively capturing complex shapes and
mitigating outlier effects. However, data points often exhibit ambiguity, belonging partially
to multiple groups. Fuzzy logic further enhances CURE by allowing data points to belong to
multiple clusters to varying degrees, using trapezoidal and triangular membership functions.
This provides a more accurate way to represent points, especially those that lie between clus-
ters. This study proposes a semi-supervised learning (classification with clustering) approach,
called CURE-based fuzzy classification. This classification framework integrates CURE with
fuzzy classification. CURE is used to identify class/cluster representatives, from which trape-
zoidal and triangular fuzzy membership functions are derived for each feature and class. Then
classification is performed by assigning test samples to the class with the highest membership
function, using a mean logarithmic aggregation strategy. We evaluated the approach on three
benchmark datasets: Iris, Wisconsin Breast Cancer (Diagnostic), and Seeds. The proposed
method achieved high accuracy on Iris (96.7%) and Breast Cancer (97.4%), with correspond-
ing weighted F1 scores of 0.924 and 0.963. On the Seeds dataset, accuracy was 81.0% with
per-class F1 scores of 0.81, 0.84, and 0.78. These results suggest that the integration of CURE
and fuzzy logic is a promising approach for addressing classification challenges characterized
by complex data patterns and uncertainty.

Keywords: CURE, Fuzzy classification, Semi-supervised learning, Membership functions,
Clustering
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Abstract:
Hospitals frequently face structural issues in managing bed capacities due to imbalanced allo-
cations between departments. In many cases, existing resources are not planned in a way that
reflects department-specific patient load or treatment requirements, which leads to decreased
quality of care and reduced resource efficiency. In this study, we developed an optimization
model aimed at improving the allocation of beds across hospital departments to enhance oper-
ational efficiency and care quality. In our project, we employed Linear Programming (LP) to
proportionally allocate beds based on departmental demand and Mixed Integer Linear Program-
ming (MILP) to model numerical constraints and binary decision variables such as resource
transfers or the strategic opening/closing of units. Our model and methodological approach are
based on several academic sources: the study by Kim and Oh (2021) guided the definition of
the objective function and system constraints; the work of Sitepu et al. (2020) informed the
modeling of realistic capacity limitations under the MILP framework; and the publication by
Larsson and Fredriksson (2019) supported the integration of strategic planning parameters and
binary decision logic into the model.This project proposes a flexible and literature-informed
optimization model that responds to the growing need for data-driven hospital capacity plan-
ning, with the broader aim of supporting a more efficient and equitable delivery of healthcare
services.
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Abstract:

This study presents an approach using Gegenbauer polynomials as the primary basis to
model the dynamics of smoking behavior. The model describes transitions among four groups:
potential smokers, light smokers, regular smokers, and quitters. While traditional numerical
methods such as Euler provide basic approximations, this study explores an alternative ap-
proach based on polynomial functions to achieve better accuracy and more effective global
approximation. By employing Gegenbauer polynomials, the model aims to reduce oscillations
and improve approximation quality in higher-degree cases. For comparison, Chebyshev polyno-
mials and the 4th-order Runge-Kutta method are also implemented to evaluate the performance
difference in terms of convergence and solution behavior. Numerical experiments are conducted
to compare the results of the Gegenbauer-based approach with classical numerical methods and
the Chebyshev-based formulation. These comparisons aim to explore the potential of Gegen-
bauer polynomials as a suitable basis for solving complex time-dependent models, particularly
in behavioral and epidemiological dynamics.

Keywords: Smoking Dynamics, Chebyshev Polynomials, Gegenbauer Polynomials,Spectral
Methods, Polynomial Methods.
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Abstract:
The aim of this study is to model and analyze the alcohol consumption behavior across six pop-
ulations: potential drinkers, moderate drinkers, heavy drinkers, individuals undergoing private
treatment, individuals undergoing public treatment, and individuals who have recovered and
quit drinking. The model is solved by using two numerical approaches. We use the Laguerre
polynomials to obtain the numerical solutions. Since the analytical solution of the model does
not exist, we compare the numerical results with the results of the fourth-order Runge-Kutta
method. We compare the results of both methods to show the accuracy of the current method
and observe that they agree very well. It is expected that the Laguerre approximation provides
a structured solution, although some discrepancies may appear, especially in smaller compart-
ments. Following the numerical solution phase, a comprehensive parameter analysis is being
conducted to evaluate the influence of transition and recovery rates on alcohol consumption
dynamics. This ongoing study aims to enhance the understanding of system behavior and to
assess the stability of the modeling approaches.

Keywords: Alcohol consumption model, Laguerre polynomials, Runge-Kutta method, Param-
eter analysis, Numerical modeling
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Abstract:
This study analyses the birth-death process, which is stochastic process, with a new model that
includes interstates. In this new model, two different interstates were identified that can occur
during the transition of the system to the next state. The transition to the next state, Ek is cal-
culated as the probability of passing through two different interstates, E ′

k and E ′′
k . In general,

the transition to the next state involves two different interstates, while the transition to the pre-
vious state does not involve these interstates. The aim here is to show how these interstates
differ from the classical birth and death processes. For this purpose, the conditional transition
probabilities of the system between states and interstates and their parametric representations
are determined in the specified time interval [t, t + h]. This time interval also includes the time
interval of transition to two different interstates, the time interval of transition from the forward
motion state to the next interstate is determined as [t, t + h1]. The sum of the probabilities of
the system from the specified state to the next state, to the previous state and to the current state
was calculated using the total probability formula. The differential equation of this parametric
representation is constructed and a system of equations is also constructed using the specified
initial points. As a result, interstates are added to the classical processes of birth and death and
a theoretical reconstruction is made with these interstates.

Keywords: Birth and Death Process, Conditional Transition Probability, Total Probability For-
mula, Interstates
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Abstract:

This research focus on SIPQ model for online game addiction. The spread and evolution of
online game addiction within a population is described as an epidemic model that divides the
population into four compartments: Susceptible (S), Infective (I), Professional (P), Quitting (Q)
individuals. The model is given as a nonlinear system of ordinary differential equations with no
explicit analytical solution. To address this, a collocation method based on Lucas polynomials
is applied. The approximate solution is expressed as a truncated series of Lucas polynomi-
als. These polynomials are chosen for their operational simplicity and their ability to enhance
the accuracy of series-based approximation methods. Due to their orthogonal properties, Lu-
cas polynomials offer both high accuracy and rapid convergence in the numerical solution of
differential equations. In order to check the efficiency, the results are compared with the stan-
dard fourth-order Runge-Kutta (RK4) method. Residual error analysis is used to confirm the
accuracy of the approximate solution. The results are presented in graphics and in tables.

Keywords:, Online Game Addiction,Numerical Solution, Lucas Polynomial, Collocation Method,
Runge-Kutta Method, Residual Error
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Abstract:
This study investigates the impact of different distance metrics on the performance of k-means
clustering, a widely used technique in data analysis. The k-means algorithm partitions data
points into clusters based on their proximity to cluster centers. The choice of distance metric
can significantly affect clustering outcomes. In this research, seven common distance metrics—
Euclidean, Manhattan, Chebyshev, Canberra, Cosine, Mahalanobis, and Minkowski—are eval-
uated to assess their influence on cluster formation and data point assignment. The results
offer insights into how selecting an appropriate distance metric can enhance the effectiveness
of k-means clustering on the HDI dataset.
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1Department of Mathematics, Izmir University of Economics, Izmir, Turkey
gulceren.isik@std.izmirekonomi.edu.tr

Abstract:
Accurate reliability analysis of machines in manufacturing systems is essential for ensuring
production continuity and minimizing maintenance costs. This study focuses on evaluating the
time-based performance of machines using failure data modeled with three different probability
distributions, and on developing data-driven decision support strategies. Descriptive statistical
analyses were initially conducted for each dataset, followed by the identification of appropriate
probability distributions. Parameters for these distributions were estimated, and model fits were
assessed using metrics such as log-likelihood and Akaike Information Criterion (AIC). Based on
the selected models, mean residual life (MRL) values were calculated, and graphical analyses of
reliability functions—such as cumulative failure probability, reliability, and hazard rate—were
performed. In the final stage, a basic cost analysis was carried out for single-component systems
using the reliability parameters. This analysis allows the timing of failures and the remaining
life of the system to be considered to determine appropriate intervals for maintenance or re-
placement, in order to support effective decision making. Overall, the study demonstrates the
practical value of statistical reliability methods in industrial environments and underlines the
importance of selecting appropriate distribution models for failure data to enhance the imple-
mentation of reliability-based analytics in manufacturing systems.

Keywords: Reliability Analysis, Mean Residual Lifetime, Availability, Data Analysis, Statisti-
cal Methods, Cost
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Reliability of Complex Systems Consisting of Two Types of Mixed
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Hümay Zehra Özer1
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Abstract:
We consider a coherent system consisting of two types of randomly selected components.
The first type of components have lifetimes X1, X2, . . . , Xn1 with joint distribution function
F (x1, x2, . . . , xn1), and the second type of components have lifetimes Y1, Y2, . . . , Yn2 with
joint distribution function G(y1, y2, . . . , yn2). The components’ lifetimes of this system are
W1, W2, . . . , Wn, where n = n1 + n2 and Wi is either Xk, k ∈ {1, 2, . . . , n1} or Yj , j ∈
{1, 2, . . . , n2}. The reliability of the system is studied for particular multivariate distributions
under the condition of exchangeability of random variables X1, X2, . . . , Xn1 and Y1, Y2, . . . , Yn2 .
Some numerical calculations are provided in tables, and some illustrative graphs are provided.
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City-Level Forecasting and Optimization of Irrigation Water Allocation
Across Türkiye for 2025 Using Machine Learning and Linear
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humay.ozer@std.izmirekonomi.edu.tr

Abstract:

This study proposes a hybrid decision-support model that combines machine learning (ML)
forecasting with linear programming (LP) to optimize irrigation water allocation at the city
level in Türkiye for the year 2025. The LP model aims to maximize total irrigated agricul-
tural area

∑
Xi, subject to constraints: water availability (Wi ≤ ReservoirFillRatioi · Ci +

Precipitationi · Ai), irrigation demand (Wi = Xi · Si), land availability (Xi ≤ AvailableLandi),
and non-negativity (Xi, Wi ≥ 0), where Wi is allocated water, Xi is irrigated area, Ci is reser-
voir capacity, Ai is rain-fed area, and Si is water required per hectare. Supervised ML models
generate realistic input values: Random Forest Regressor helps capture nonlinear patterns in
tabular data, while Long Short-Term Memory (LSTM) networks model temporal trends in cli-
mate variables. These models forecast key 2025 indicators such as precipitation, reservoir lev-
els, and agricultural land, using historical data from the Turkish State Meteorological Service
and the Turkish Statistical Institute. The predicted values are integrated into the LP model to
produce city-specific irrigation plans. Results highlight the most water-efficient cities with the
highest irrigation potential, evaluated via the Xi/Wi efficiency ratio. This approach enhances
traditional optimization by incorporating data-driven environmental forecasting, offering a scal-
able and adaptive solution for sustainable agricultural water management under increasing cli-
matic and resource pressures.
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and Its Effect on the Liver
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Abstract:
The aim of this study is to analyse the alcohol consumption behaviour of different popu-
lation groups and the associated liver complications. The model consists of five compart-
ments: potential drinkers, moderate drinkers, heavy drinkers, heavy drinkers with liver
complications, and individuals who have recovered and quit drinking. This framework
captures both the dynamics of alcohol use and the progression to liver-related health
issues. The system is numerically solved using Bessel polynomials, and simulations are
conducted to evaluate the method’s effectiveness. Results show that this approach is easy
to implement, computationally efficient for short-term analysis, and capable of producing
accurate approximations. To verify its performance, the numerical results are compared
with those obtained using the fourth-order Runge-Kutta method.
Keywords: Bessel Polynomials, Alcohol Model, Disease Modelling, Approximate Solu-
tions
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Identification of Energy Suitability Areas with CSP Approach in Izmir
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Abstract:
This study develops a site selection model to identify suitable sites for solar and wind power
plants in Izmir province. Only real energy data such as solar radiation and wind speed are
used in the model, while spatial factors such as land use, protected areas and distance to power
transmission lines are defined as constraints. Since this multi-criteria problem cannot be solved
directly by analytical methods, it is addressed with the Constraint Satisfaction Problem (CSP)
approach. Geographic Information Systems (GIS) technologies were utilized in the implemen-
tation of the model and spatial data layers and raster analysis were used. The CSP model identi-
fies suitable areas with a screening logic by performing suitability analysis according to certain
threshold values. As a result, both the energy production potential and the level of constraint
compliance of the identified potential areas were analyzed. This study contributes to simple
but effective decision support approaches in renewable energy planning by demonstrating that
effective site selection can be made even with limited data usage.

Keywords: CSP Model,Renewable Energy , Optimization
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Abstract:
This study focuses on the SEIDRQ mathematical model describing online media addiction and
depression. In the model, a compartmentalized structure based on the epidemiological SEIDRQ
framework is studied to express possible transitions between psychological states. This model
is solved by collocation method based on Legendre polynomials to obtain approximate solu-
tions. Legendre polynomials are preferred because of their orthogonal properties which provide
high accuracy in a bounded interval. Since there is no analytical solution of the model in the
literature, the effectiveness of the method is checked by comparing the approximate solutions
obtained with the results obtained by the Fourth-Order Runge-Kutta (RK4) method. These so-
lutions are expressed as discrete series. In addition, residual functions are analyzed to assess
the accuracy of solutions. The accuracy of the solutions is examined through residual analysis.
By approximate solutions, this study contributes to the literature of the model.

Keywords: Legendre Polynomial, Residual Error, Collocation Method
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Time Management Optimization for University Students Using Nonlinear
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Abstract:
This study aims to help university students balance their academic and social lives through a
nonlinear optimization model. The model provides valuable insights for developing strategies
that improve both academic performance and social well-being. Time management plays a key
role in enabling students to manage their academic responsibilities along with their social lives,
contributing significantly to both success and overall quality of life. The project explores the
relationship between social balance and academic achievement by highlighting the benefits of
effective time allocation. To achieve this, a nonlinear programming (NLP) model was devel-
oped to optimize students’ daily time allocation across three key activities: sleep, study, and
social interaction. The model uses real data collected from university students that includes
variables such as age, gender, academic major, class level, GPA, and daily routines. Its goal is
to maximize academic performance while minimizing the negative effects of insufficient sleep
and limited social engagement. The findings reveal that optimal time management strategies
vary across student profiles. Furthermore, the personalized recommendations generated by the
model show strong potential to improve both academic outcomes and social impacts.
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Reliability Analysis in Max-Min Models Using Order Statistics for
Exponential and Weibull Distributions
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Abstract:
This paper examines the role of reliability analysis as a fundamental tool for assessing the per-
formance, lifetime and structural integrity of systems in many fields ranging from engineering
to finance, risk management to actuarial sciences. Reliability analysis makes important con-
tributions to both the design and maintenance phases of complex systems, providing critical
outputs such as predicting the probability of failure, analyzing time to failure, and assessing
the expected uptime of components. These assessments enable the development of more robust
systems, reducing system downtime, optimizing performance and lowering long-term costs. In
this context, the Weibull and exponential distributions are the two main probability distribu-
tions frequently used in reliability modeling. Thanks to its flexible shape and scale parameters,
the Weibull distribution can successfully model different failure behaviors such as early fail-
ures, random failures and wear-induced failures. This flexibility enables failure modeling of
systems. On the other hand, the exponential distribution is widely used in modeling systems
with time-invariant failure rates due to its constant failure rate assumption and memorylessness
property. The paper proposes a holistic reliability modeling framework based on the Max-Min
operator, including Weibull and exponential distributions, to cover both variable and constant
failure behavior. Furthermore, order statistics are used in the model, enabling the analysis of the
weakest or strongest components in the system. This approach allows for a more precise assess-
ment of system reliability, especially under extreme conditions, and provides deeper insights for
reliability-based design, risk analysis and lifecycle planning.

Keywords: Reliability, Max-Min, Exponential, Order statistics, Weibull
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Abstract:
This study focuses on the mathematical modeling of pine wilt disease, a fatal epidemic in conif-
erous forests caused by the pinewood nematode, which is transmitted via insect vectors.The
original model is formulated as a system of nonlinear fractional-order differential equations
involving the Atangana–Baleanu derivative in the Caputo sense. While the original paper ap-
proaches the system using the q-Homotopy Analysis Transform Method (q-HATM), our study
provides an alternative numerical treatment. In our approach, a second-order ODE component
capturing the core dynamics of parasite transmission is isolated and solved numerically using
both the Chebyshev spectral method and the classical fourth-order Runge–Kutta method. Each
method yields an independent numerical approximation. The resulting numerical solutions are
then projected onto a shifted Pell–Lucas polynomial basis, enabling a unified spectral repre-
sentation that facilitates direct analytical and graphical comparison. The aim is to evaluate the
stability, accuracy, and computational advantages of these approaches while demonstrating the
power of orthogonal polynomial bases for post-processing solutions of epidemic models. This
comparative study highlights the interpretability, convergence characteristics, and numerical be-
havior of each method, while demonstrating the utility of orthogonal polynomial expansions in
the modeling of real-world biological systems.

Keywords: pine wilt disease, parasite transmission modeling, fractional-order differential equa-
tions, Atangana–Baleanu derivative, epidemic dynamics, Chebyshev spectral method, Runge–Kutta
method, Pell–Lucas polynomials, orthogonal polynomial expansions, numerical analysis, vector-
borne plant epidemics, mathematical biology
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Abstract:
This study focuses on the SEARQ mathematical model for the spread of social media addiction
within society and the contagion dynamics among individuals within a mathematical frame-
work. This model is a compartmental epidemiological model that divides the population into
five compartments: Susceptible, Exposed, Addicted, Recovered, Quit individuals. The model
is a nonlinear system of ordinary differential equations. The model is approximately solved
using the collocation method based on Boubaker polynomials. These polynomials allow the
construction of series-based solutions that provide insight into the system’s behavior over time.
As there is no analytical solution available in the literature for this model,the efficiency of the
method is verified by comparing the obtained approximate solutions with the results obtained
from the Fourth-Order Runge-Kutta (RK4) method. The accuracy is examined by means of the
residual error analysis. The results are given in graphics and tables. The simulations obtained
by approximate solutions exhibit the dynamics of social media addiction. The residual error
table confirms the robustness of the method.

Keywords: Boubaker Polynomial, Residual Error, Collocation Method.
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Abstract:
This project presents a dynamic traffic flow optimization model for the Fahrettin Altay intersec-
tion in İzmir, Turkey, using Network Flow Modeling. As urban traffic congestion continues to
grow, traditional fixed-time traffic light systems fail to adapt to varying traffic densities, leading
to inefficiencies such as increased delays and fuel consumption. To address these issues, the
proposed model formulates the intersection as a directed graph, where nodes represent traffic
entry and exit points, and edges represent traffic flows. A mathematical model was developed
that incorporates flow conservation and capacity constraints, based on traffic data obtained from
the General Directorate of Highways (Karayolları Genel Müdürlüğü). The main goal of the
model is to maximize total vehicle flow and improve overall traffic efficiency. The methodol-
ogy integrates data collection with mathematical optimization, solved using MATLAB’s linear
programming functions. Preliminary simulation results demonstrate the model’s effectiveness
in optimizing traffic flows across key approaches, reducing congestion, and enhancing network
performance. This study contributes to the development of scalable and data-driven traffic man-
agement solutions, offering practical applications for improving urban transportation systems.
Future work will focus on applying the model to larger networks and integrating adaptive, real-
time traffic control strategies to further enhance urban mobility.

Keywords: Traffic flow optimization; Network flow modeling; Urban transportation systems;
MATLAB simulation; Traffic management solutions.
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Abstract:

This paper examines the implementation of polynomials techniques utilizing Pell-Lucas
polynomials to represent smoking behavior dynamics. The proposed model observes the flow
between four key population segments: individuals who may begin smoking, those who smoke
lightly, habitual smokers, and those who have successfully quit. While traditional numerical
strategies like Runge-Kutta methods are commonly applied to differential systems, polynomials
approaches using orthogonal polynomials can yield as accurate and rapidly converging results,
particularly in nonlinear contexts.In this study, Pell-Lucas polynomials are adopted to form
global polynomial solutions through a collocation-based strategy.Their structure contributes
positively to numerical stability and performance, especially in systems characterized by com-
plex temporal dynamics.Simulations performed across a variety of starting conditions highlight
the advantages of the Pell-Lucas polynomials method, showing enhanced accuracy and reduced
computational effort compared to standard finite difference approaches. These results affirm
the potential of Pell-Lucas-based polynomials techniques in effectively describing the evolving
patterns of smoking behavior. Furthermore, the flexibility and precision of this method suggest
its relevance in broader domains such as epidemiology and behavioral modeling.

Keywords: Smoking Behavior, Pell-Lucas Polynomials, Spectral Approximation, Polynomial
Methods.
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Abstract:

This study investigates the numerical solution of a nonlinear SEIR model designed to ex-
amine online game addiction dynamics among junior high school students. Since the model
lacks a closed-form analytical solution, a Bessel polynomial-based collocation method was em-
ployed.The Bessel polynomial method allows for direct treatment of the model’s nonlinearities,
eliminating the need for both time discretization and linearization, thereby offering a flexible
and efficient alternative for solving complex dynamical systems. The resulting approximate
solution was compared with the classical fourth-order Runge-Kutta (RK4) method to evaluate
efficiency. Residual error analysis was also conducted to validate the consistency of the polyno-
mial approach. Results are presented graphically, showing the time-dependent behavior of the
Susceptible, Exposed, Infected, and Recovered compartments.

Keywords: SEIR Model, Online Game Addiction, Bessel Polynomial, Collocation Method,
Runge-Kutta, Residual Error, Numerical Solution
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Acknowledgements: This study was supported by TUBITAK 2209-A University Students Re-
search Projects Support Program (Project No: 1919B012470946). We would like to thank
TUBITAK for the support.

I. Workshop on Applied Mathematics and Statistics May 10, 2025

Publisher İzmir University of Economics
ISBN 978-625-6001-21-3 Copyright © 2025

39



Optimized team distribution in disaster situations using AHP and MILP
methods
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Abstract:
In this study, our objective is to create different variants of optimization models for the plan-
ning of emergency response teams after an earthquake. In these models, our goal is to form
optimized rescue teams that consider different scenarios that can occur during an intervention
in an earthquake in Izmir. During the assignment of teams, variables such as the damage dis-
tribution and the level of damage in the districts affected by the earthquake were determined as
optimization objectives. There are two different optimization methods. One of them is the An-
alytical Hierarchy Process (AHP) and the Mixed Integer Linear Programming (MILP) method.
Relative risk values are given for all districts. These risk values are calculated according to the
maximum-minimum normalization technique, where they vary between 1 and 10, and a classi-
fication is performed accordingly.
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Statistical Modeling of Industrial Machine Failures: Distribution Fitting
and System Reliability Analysis

Yusuf Erol1
1Mathematics, Izmir University of Economics, Türkiye

yusuf.erol@std.izmirekonomi.edu.tr

Abstract:
This study analyzes the time-to-failure (TTF) behavior of Type L industrial machines drawn
from the AI4I 2020 dataset. For each machine, the interval between consecutive failures
was computed and used to fit four parametric distributions (Weibull, Lognormal, Exponen-
tial, Gamma) via maximum likelihood estimation. Model selection was guided by Akaike’s
Information Criterion and log-likelihood values, with the Lognormal distribution emerging as
the best fit for most machines. We then derived and plotted key reliability metrics—survival
function, failure probability, and hazard rate—and examined a 3-out-of-5 system configuration
to illustrate how overall reliability degrades as individual machines fail. Finally, distribution
fitting was repeated for the first ten machines and summarized in a comparative table. The re-
sults demonstrate that machine-specific modeling yields more accurate life-cycle insights and
can inform optimized maintenance strategies.

Keywords: Time-to-Failure (TTF), Parametric Distribution Fitting, Maximum Likelihood Es-
timation, Akaike Information Criterion, System Reliability, Maintenance Planning
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